Abstract

We present the first dynamic programming (DP) algorithm for shift-reduce constituency parsing, which extends the DP idea of Huang and Sagae (2010) to context-free grammars. To alleviate the propagation of errors from part-of-speech tagging, we also extend the parser to take a tag lattice instead of a fixed tag sequence. Experiments on both English and Chinese treebanks show that our DP parser significantly improves parsing quality over non-DP baselines, and achieves the best accuracies among empirical linear-time parsers.

1 Introduction

Incremental parsing has gained popularity in both dependency (Nivre, 2004; Zhang and Clark, 2008) and constituency parsing (Zhu et al., 2013; Wang and Xue, 2014). However, the greedy or beam search algorithms used in these parsers can only explore a tiny fraction of trees among exponentially many candidates. To alleviate this problem, Huang and Sagae (2010) propose a dynamic programming (DP) algorithm, reducing the search space to a polynomial size by merging equivalent states. This idea has been extended by Kuhlmann et al. (2011) and Cohen et al. (2011) to other dependency parsing paradigms.

In constituency parsing, however, DP has not yet been applied to incremental parsing, and the bigger search space in constituency parsing suggests a potentially even bigger advantage by DP. However, with unary rules and more-than-binary branchings, constituency parsing presents challenges not found in dependency parsing that must be addressed before applying DP. Thus, we first present an odd-even shift-reduce constituency parser which always finishes in same number of steps, eliminating the complicated asynchronicity issue in previous work (Zhu et al., 2013; Wang and Xue, 2014), and then develop dynamic programming on top of that. Secondly, to alleviate the error propagation from POS tagging, we also extend the algorithm to take a tagging sausage lattice as input, which is a compromise between pipeline and joint approaches (Hatori et al., 2011; Li et al., 2011; Wang and Xue, 2014).

Our DP parser achieves state-of-the-art performances on both Chinese and English treebanks (at 90.8% on PTB and 83.9% on CTB, the latter being the highest in literature).

2 Odd-Even Shift-Reduce CFG Parser

One major challenge in constituency parsing is unary rules. Unlike dependency parsing where shift-reduce always finishes in $2n - 1$ steps, existing incremental constituency parsers (Zhu et al., 2013; Wang and Xue, 2014) reach the goal state (full parse tree) in different steps due to different number of unary rules. So we propose a new, synchronized, “odd-even” system to reach the goal in the same $4n - 2$ steps. A state is notated $p = (S, Q)$, where $S$ is a stack of trees ..., $s_1, s_0$, and $Q$ is a queue of word-tag pairs. At even steps (when step index is even) we can choose one of the three standard actions:

- $\text{sh}$: shift the head of $Q$, a word-tag pair $(t, w)$, onto $S$ as a singleton tree $t(w)$;
- $\text{re}_{\leftarrow}$: combine the top two trees on the stack and replace them with a new tree $x(s_1, s_0)$, $x$ being the root nonterminal, headed on $s_0$;
- $\text{re}_{\rightarrow}$: similar to $\text{re}_{\leftarrow}$, but headed on $s_1$;

and at odd steps we can choose two new actions:

- $\text{sh}$: shift the head of $Q$, a word-tag pair $(t, w)$, onto $S$ as a singleton tree $t(w)$;
- $\text{re}_{\leftarrow}$: combine the top two trees on the stack and replace them with a new tree $x(s_1, s_0)$, $x$ being the root nonterminal, headed on $s_0$;
- $\text{re}_{\rightarrow}$: similar to $\text{re}_{\leftarrow}$, but headed on $s_1$;
input \((t_1, w_1) \ldots (t_n, w_n)\)

axiom 0 : \((e,(t_1,w_1) \ldots (t_n,w_n)) : 0\)

\[\text{sh} \quad \frac{l : \langle S,(t,w) | Q \rangle : c}{l+1 : \langle S|t(w),Q \rangle : c+c_{\text{sh}}} \text{ l is even}\]

\[\text{re}_\x \quad \frac{l : \langle S|s_1,s_0,Q \rangle : c}{l+1 : \langle S|x(s_1,s_0),Q \rangle : c+c_{\text{re}_\x}}} \text{ l is even}\]

\[\text{un}_\x \quad \frac{l : \langle S|s_0,Q \rangle : c}{l+1 : \langle S|s_0,Q \rangle : c+c_{\text{un}_\x}} \text{ l is odd}\]

\[\text{st} \quad \frac{l : \langle S|s_0,Q \rangle : c}{l+1 : \langle S|s_0,Q \rangle : c+c_{\text{st}}} \text{ l is odd}\]

goal 2(2n - 1) : \langle s_0,\epsilon \rangle : c

Figure 1: Shift-reduce system, omitting \(\text{re}_\x\). \(c\) is the model score, and \(c_{\text{sh}}, c_{\text{re}_\x}, \ldots\) are the action scores.

- \(\text{un}_\x\): replace \(s_0\) with a new tree \(x(s_0)\) with \(x\) being the root nonterminal;

- \(\text{st}\): no action.

Figure 1 shows the deductive system. Note that we alternate between standard shift-reduce actions in even steps and unary actions (\(\text{un}_\x\) or \(\text{st}\)) in odd steps, and the first action must be \(\text{sh}\), followed by a \(\text{un}_\x\) or \(\text{st}\), and followed by another \(\text{sh}\). Continuing this procedure, we can always achieve the goal in \(2(2n - 1)\) steps.

In practice, we have larger than two-way rules and multi-level unary rules, so we binarize them and collapse multi-level unary rules into one level, for example,

\[
\begin{align*}
\text{NP} & \quad \text{NP} + \text{S} \\
\text{S} & \quad \text{VP} \\
\text{VP} & \quad \text{VP} \rightarrow \text{PP} \\
\text{V} & \quad \text{NP} \quad \text{PP} \\
\end{align*}
\]

Following Huang and Sagae (2010), we represent feature templates as functions \(\tilde{f}(-,\cdot)\) on stack \(S\) and queue \(Q\). Table 1 shows the 43 feature templates we use in this paper, all adopted from Zhu et al. (2013). They are combinations of the 32 atomic features \(\tilde{f}(S,Q)\) (e.g. \(s_0,t\) and \(s_0,c\) denote the head tag and syntactic category of tree \(s_0\), resp., and \(s_0\.lc\.w\) is the head word of its leftmost child).

\[
\begin{align*}
\text{sh} & \quad \frac{l : \langle S,(t,w) | Q \rangle : c}{l+1 : \langle S|t(w),Q \rangle : c+c_{\text{sh}},0} \text{ l is even} \\
\text{re}_\x & \quad \frac{l' : \langle S'|s_1',Q' \rangle : (c',v')}{l+1 : \langle S|x(s_1',s_0),Q \rangle : (c'+\delta+v,\delta+v+v+\delta)} \text{ l} \text{ and } l' \text{ are even, } p \in \pi(q) \\
\text{un}_\x & \quad \frac{l : \langle S|s_0,Q \rangle : (c,v)}{l+1 : \langle S|x(s_0),Q \rangle : (c+c_{\text{un}_\x},v+c_{\text{un}_\x})} \text{ l is odd} \\
\end{align*}
\]

Figure 2: DP shift-reduce, omitting \(\text{re}_\x\) and \(\text{st}\). \(c\) and \(v\) are prefix and inside scores, and \(\delta = c_{\text{sh}}(p) + c_{\text{re}_\x}(q)\).

State equivalence is defined below in Section 3.

3 Dynamic Programming

The key idea towards DP is the merging of equivalent states, after which the stacks are organized in a “graph-structured stack” (GSS)(Tomita, 1988). Following Huang and Sagae (2010), “equivalent states” \(\sim\) in a same beam are defined by the atomic features \(\tilde{f}(S,Q)\) and the span of \(s_0\):

\[
\langle S,Q \rangle \sim \langle S',Q' \rangle \Leftrightarrow \tilde{f}(S,Q) = \tilde{f}(S',Q') \text{ and } s_0.span = s_0'.span.
\]

Similarly, for each state \(p, \pi(p)\) is a set of predictor states, each of which can be combined with \(p\) in a \(\text{re}_\x\) or \(\text{re}_\x\) action. For each action, we have different operations on \(\pi(p)\). If a state \(p\) makes a \(\text{sh}\) action and generates a state \(p'\), then \(\pi(p') = \{p\}\). If two shifted states \(p'\) and \(p''\) are equivalent, \(p' \sim p''\), we merge \(\pi(p')\) and \(\pi(p'')\). If a state \(p\) makes a reduce (\(\text{re}_\x\) or \(\text{re}_\x\)) action, \(p\) tries to combine with every \(p' \in \pi(p)\), and each combination generates a state \(r\) with \(\pi(r) = \pi(p')\). If two reduced states are equivalent, we only keep one predictor states, as their predictor states are identical. If a state \(p\) fires an \(\text{un}_\x\) or a \(\text{st}\) action resulting in a state \(u\), we copy the predictor states \(\pi(u) = \pi(p)\). Similar to reduce actions, if two resulting states after applying an \(\text{un}_\x\) or a \(\text{st}\) action are equivalent, we only keep the best one with the highest score (the recombined ones are only useful for searching \(k\)-best trees).
Table 1: All feature templates (43 templates based on 32 atomic features), taken from Zhu et al. (2013). $s_i.c$, $s_i.w$ and $s_i.t$ denote the syntactic label, the head word, and the head tag of $s_i$. $s_i.lc.w$ means the head word of the left child of $s_i$. $s_i.u.w$ means the head word of the unary root $s_i$. $q_i.w$ and $q_i.t$ denote the word and the tag of $q_i$.

In order to compute all the scores in GSS, for each state $p$, we calculate the prefix score, $c$, which is the total cost of the best action sequence from the initial state to the end of state $p$, and the inside score $v$, which is the score since the last shift (Figure 2).

The new mechanism beyond Huang and Sagae (2010) is the non-trivial dynamic programming treatment of unary actions ($un^+$ and $st$), which is not found in dependency parsing. Note that the score calculation is quite different from shift in the sense that unary actions are more like reduces.

4 Incorporating Tag Lattices

It is easy to extend our deductive system to take tagging sausage lattices as input. The key difference is that the tag $t$ associated with each word in the input sequence becomes a set of tags $T$. Thus, in the sh action, we split the state with all the possible tags $t'$ in the tagset $T'$ for the second word on the queue. Figure 3 shows the deductive system, where we only change the sh action, input and axiom. For simplicity reasons we only present one word look ahead (we just need to know the tag of the first word on the queue), but in practice, we use a look ahead of 4 words ($q_0...q_3$, see Table 1), so each shift actually splits the tagset of the 5th word on the queue ($q_4$).

5 Experiments

We evaluate our parsers on both Penn English Treebank (PTB) and Chinese Treebank (CTB). For PTB, we use sections 02-21 as the training, section 24 as the dev set, and section 23 as the test. For CTB, we use the version of 5.1, articles 001-270 and 440-1151 as the training data, articles 301-325 as the dev set, and articles 271-300 as the test set.

Besides training with gold POS tags, we add $k$-best automatic tagging results to the training set using a MaxEnt model with ten-way jackknifing (Collins, 2000). And we automatically tag the dev and test sets with $k$-best tagging sequences us-
We evaluate parser performance with EVALB including labeled precision (LP), labeled recall (LR), and bracketing F1. We use a beam size of 32, and pick the optimal iteration number based on the performances on the dev set.

Our baseline is the shift-reduce parser without state recombination (henceforth “non-DP”), and our dynamic programming parser (henceforth “DP”) is the extension of the baseline.

### 5.1 Learning Curves and Search Quality

Figure 4 shows the learning curves on the PTB dev set. With a same beam width, DP parser achieves a better performance (89.8%, peaking at the 11th iteration) and converges faster than non-DP. Picking the optimal iterations for DP and non-DP models, we test each with various beam size, and plot the F1 curves in Figure 5. Again, DP is always better than non-DP, with 0.5% difference at beam of 64.

![Figure 5: The F1 curves of non-DP and DP parsers (train and test consistently) on the dev set.](image)

### Table 2: Final Results on English (PTB) test set (sec23).

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>LP</th>
<th>F1</th>
<th>comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collins (1999)</td>
<td>88.1</td>
<td>88.3</td>
<td>88.2</td>
<td>(O(n^5))</td>
</tr>
<tr>
<td>Charniak (2000)</td>
<td>89.5</td>
<td>89.9</td>
<td>89.5</td>
<td>(O(n^5))</td>
</tr>
<tr>
<td>Carreras (2008)</td>
<td>90.7</td>
<td>91.4</td>
<td>91.1</td>
<td>(O(n^4))</td>
</tr>
<tr>
<td>Petrov (2007)</td>
<td>90.1</td>
<td>90.2</td>
<td>90.1</td>
<td>(O(n^3))</td>
</tr>
<tr>
<td>Ratnaparkhi (1997)</td>
<td>86.3</td>
<td>87.5</td>
<td>86.9</td>
<td></td>
</tr>
<tr>
<td>Sagae (2006)</td>
<td>87.8</td>
<td>88.1</td>
<td>87.9</td>
<td>(O(n))</td>
</tr>
<tr>
<td>Zhu (2013)</td>
<td>90.2</td>
<td>90.7</td>
<td>90.4</td>
<td></td>
</tr>
<tr>
<td><strong>non-DP</strong></td>
<td>90.3</td>
<td>90.4</td>
<td>90.3</td>
<td></td>
</tr>
<tr>
<td><strong>DP</strong></td>
<td>90.7</td>
<td>90.9</td>
<td>90.8</td>
<td>(O(n))</td>
</tr>
</tbody>
</table>

†The empirical complexities for Charniak and Petrov are \(O(n^{2.5})\) and \(O(n^{2.4})\), resp., ‡but Carreras is exact \(O(n^4)\).

### Table 3: Results on Chinese (CTB) 5.1 test set.

<table>
<thead>
<tr>
<th></th>
<th>LR</th>
<th>LP</th>
<th>F1</th>
<th>POS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charniak (2000)</td>
<td>79.6</td>
<td>82.1</td>
<td>80.8</td>
<td></td>
</tr>
<tr>
<td>Petrov (2007)</td>
<td>81.9</td>
<td>84.8</td>
<td>83.3</td>
<td></td>
</tr>
<tr>
<td>Zhu (2013)</td>
<td>82.1</td>
<td>84.3</td>
<td>83.2</td>
<td></td>
</tr>
<tr>
<td>Wang (2014) (1-best POS)</td>
<td>80.3</td>
<td>80.0</td>
<td>80.1</td>
<td>94.0</td>
</tr>
<tr>
<td>Wang (2014) (joint)</td>
<td>82.9</td>
<td>84.2</td>
<td>83.6</td>
<td>95.5</td>
</tr>
<tr>
<td><strong>non-DP</strong> (1-best POS)</td>
<td>80.7</td>
<td>80.5</td>
<td>80.6</td>
<td>94.5</td>
</tr>
<tr>
<td><strong>non-DP</strong> (20-best POS)</td>
<td>83.3</td>
<td>83.2</td>
<td>83.2</td>
<td>95.5</td>
</tr>
<tr>
<td><strong>DP</strong> (20-best POS)</td>
<td><strong>83.6</strong></td>
<td><strong>84.2</strong></td>
<td><strong>83.9</strong></td>
<td><strong>95.6</strong></td>
</tr>
</tbody>
</table>

### 5.2 Final Results on Chinese

Table 2 shows the final results on the PTB test set. The last column shows the empirical time complexity. Our baseline parser achieves a competitive score, which is higher than Berkeley even with a linear time complexity, and is comparable to Zhu et al. (2013). Our DP parser improves the F1 score by 0.5 points over the non-DP, and achieves the best F1 score among empirical linear-time parsers.

### 5.3 Sausage Lattice Parsing

To alleviate the propagation of errors from POS tagging, we run sausage lattice parsing on both Chinese and English, where Chinese tagging accuracy significantly lag behind English.

Table 3 shows the F1 score and POS tagging accuracy of all parsing models on the Chinese 5.1 test set. Our MaxEnt POS tagger achieves an accuracy of 94.5% on 1-best outputs, and an oracle score of 97.1% on 20-best results. The average number of
tags for each word in the 20-best list is 1.1.

The joint tagging and parsing approach of Wang and Xue (2014) improves the F1 score from 80.1% to 83.6% (see lines 4 and 5). We instead use sausage lattices, a much cheaper way. The non-DP (1-best POS) and non-DP (20-best POS) lines show the effectiveness of using sausage lattices (+1.1 for tagging and +2.6 for parsing). As Wang and Xue (2014) is a non-DP model, it is comparable to our non-DP results. With the help of 20-best tagging lattices, we achieve the same tagging accuracy at 95.5%, but still 0.4 worse on the F1 score than the joint model. It suggests that we need a larger k to catch up the gap. But our DP model boosts the performance further to the best score at 83.9% with a similar set of features.

The last two lines (non-DP and DP) in Table 2 show our English lattice parsing results. So we run another baseline with the non-DP English parser on 1-best POS tags, and the baseline achieves a tagging accuracy at 97.11 and an F1 score at 90.1. Comparing to the tagging accuracy (97.15) and F1 score (90.3) of our non-DP lattice parser, sausage lattice parsing doesn’t help the tagging accuracy, but helps parsing a little by 0.2 points. The statistics show that 2 percent of POS tags in the lattice parsing result are different from the baseline, and those differences lead to a slight improvement on parsing.

6 Conclusions

In this paper, we present a dynamic programming algorithm based on graph-structured stack (GSS) for shift-reduce constituency parsing, and extend the algorithm to take tagging sausage lattices as input. Experiments on both English and Chinese treebanks show that our DP parser outperforms almost all other parsers except of Carreras et al. (2008), which runs in a much higher time complexity.
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